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Background

• Measuring text coherence is an essential aspect to assess Human
written or machine generated text.

• Coherence can be measured at Global and Local level according to
linguistic literature
• Global coherence: maintain a cohesive representation of main topic
• Local coherence: interrelation of information within unit



Our work

• Previous neural coherence modeling work relies on static
representations and follows closely with linguistic features such as
entity overlap.
• Instead, we hypothesis there exists a sequential and cohesive

relationship among sentences in a latent space that represents main
goal or opinion of the text.
• Based on the hypothesis, we introduce a novel metric to capture 

global coherence of input text.



1) Main idea should be kept over the course
2) Sentences at the beginning and the end should emphasis the main idea
3) Sentences in the middle can depart from the main idea a little bit but still under control

A. Off Topic B. Repeated C. Coherent



Methodology

• Given a Brownian bridge sequence 𝑠 = 𝑠!, 𝑠", … , 𝑠# , the goal is to
approximate the diffusion coefficient 𝜎$ in the Brownian bridge
formulation that we assume have coded domain-specific property.
• We can derive the MLE of 𝜎$(𝑠). Then for the training set we take

the average value for all 𝜎$(𝑠).

• BBScore is defined as 𝐵 𝑠 )𝜎% = |'((∏!"#
$ % &' ℒ!)|
# - ."

, where ℒ/ is the
likelihood function for sentence 𝑖 and contains )𝜎%. 𝑇 𝑠 is the length
of sequence 𝑠.
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Research Question

• Q1. Can BBScore capture both global and local coherence in synthetic
settings?
• Q2. Can BBScore detects text where the departure from desired

coherence are not manipulated? And can BBScore respect the
difference?



Data
Wikisection (2165 articles in training ; 658 articles in test )

Task

Artificial Task
1. Global Discrimination
2. Local Discrimination

Downstream Task
1. AI-Human Differentiation
2. LLM detection

RQ1 RQ2



Results - Artificial Tasks Table 2 & 3 in the paper



Results - AI-Human Differentiation

ROC Curve for
human
written text
classification

Train Test



GPT2XL.txt LLaMA-7B.txt LLaMA-13B.txt GPT-NeoX.txt LLaMA2-7B.txt LLaMA2-13B.txt
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1.33 1.19 1.11 1.00 1.47 1.20

2.00 1.00 1.00 1.87 2.00 1.29

1.39 2.00 2.00 1.97 1.51 2.00
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1.63 1.19 1.39 2.00 1.62 1.00
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Results - LLM Detection

Normalized Wasserstein distance

Each column represent the text are
generated by a specific large language model
and each row represents the estimated
𝜎-for each model



Sensitivity Check

Performance in the block-1 global
discrimination task under different %𝜎).
Olive line indicates the %𝜎) value that
yields the best performance possible;
Red line indicates the %𝜎) estimated
from training data.



Take away

• Comparing to previous methods, BBScore presents a more flexible
way to model text coherence.
• BBScore relies on joint likelihood function and the estimation of )𝜎%.
• BBScore shows excellent performance on global discrimination task

(by design) and is also able to capture local text permutation.
• BBScore can be leveraged to discriminate generated text with Human

written ones and even identify the written styles of different text
generation processes (i.e. LLMs) under the same domain.


